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Abstract. Object-centric process mining enables the analysis of com-
plex business processes involving multiple interacting objects, such as
in inventory management or e-business workflows. However, long object
lifecycles often result in convoluted event logs, obscuring actionable in-
sights and challenging process mining techniques. This paper introduces
a segmentation framework that decomposes object-centric event logs into
focused, analytically tractable units called segments. We propose segmen-
tation strategies based on object relationships, event types, and tempo-
ral intervals, and integrate them with machine learning techniques for
anomaly detection and correlation analysis. Implemented in the OC-PM
tool, our approach empowers users to uncover localized patterns and op-
timize process execution. A case study on inventory management demon-
strates how segmentation reveals insights into understock and overstock
issues, enhancing decision-making in data-intensive domains.

Keywords: Object-Centric Event Logs · Segmentation Strategies · Busi-
ness Process Optimization · Inventory Management

1 Introduction

Business processes in domains like finance, e-business, and healthcare increas-
ingly involve multiple interacting entities (orders, items, customers, or patients)
generating complex event logs that defy traditional process mining’s single-
case paradigm [14]. Object-centric process mining (OCPM) addresses this by
modeling events linked to multiple objects, offering a richer view of real-world
workflows such as Purchase-to-Pay (P2P) and Order-to-Cash (O2C). Yet, when
objects have long lifecycles spanning numerous events, the resulting data com-
plexity overwhelms standard techniques, obscuring insights critical for optimiza-
tion [5]. For example, in inventory management, a material might interact with
thousands of purchase orders over years, involving events like “Create Purchase
Order Item” and “Goods Receipt”. A single material’s lifecycle could span hun-
dreds of such events, with interleaved stock adjustments (e.g., “Goods Issue” for
sales), making it nearly impossible to isolate patterns like order delays or stock
depletion risks using traditional methods.

To tackle this challenge, we propose a segmentation framework for OCPM,
decomposing event logs into manageable units called segments. Unlike tradi-
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tional flattening approaches, our method defines segments based on object rela-
tionships, event types, or temporal intervals. Implemented in the OC-PM tool,
this approach enables focused control-flow analysis, anomaly detection, and cor-
relation discovery, transforming raw data into actionable business insights. In
the inventory example, segmentation can isolate a material’s interactions with
a specific purchase order, revealing how order delays contribute to understock
situations, thus optimizing resource allocation.

This paper addresses three questions: (1) How can segmentation strategies
effectively partition object-centric event logs? (2) How do these segments en-
hance process optimization through AI analytics? (3) What practical benefits
emerge in real-world settings like inventory management? Our contributions in-
clude a conceptual framework, an AI-integrated OC-PM extension, and a case
study showcasing process improvements.

2 Related Work

This section situates our segmentation framework within the broader landscape
of process mining, focusing on object-centric approaches, UI log mining, and
computational intelligence applications. We highlight how our work complements
and extends existing methodologies, particularly in optimizing complex business
processes.

Object-Centric Process Mining: OCPM emerged to address limitations of
traditional case-centric mining by modeling events linked to multiple objects [14].
In [15], the discovery of object-centric Petri nets from event logs is proposed,
capturing interactions across object types like orders and items. However, such
models often become complex when objects exhibit long lifecycles, prompting
methods to simplify analysis. In [16], silent objects enhance Petri net preci-
sion by accounting for unobserved influences, while [11] introduces a temporal
object type model (TOTeM) to capture object-type-level relations (e.g., order-
to-invoice precedence). Similarly, [13] proposes object-centric directly-follows
graphs (DFGs) for understanding object-centric behavior, and [10] offers gran-
ularity adjustments (e.g., drill-down) to focus analysis. Unlike these holistic ap-
proaches, our segmentation framework partition logs into focused units, enabling
localized insights without requiring new modeling formalisms. By integrating
machine learning, we extend OCPM’s analytical flexibility, aligning with busi-
ness optimization goals.

UI Log Mining and Task Segmentation: Process mining on user interface
(UI) logs, or task mining, tackles unstructured event streams from user interac-
tions, often for robotic process automation (RPA). In [8], routines are discovered
from UI sequences, while [3] employs trace alignment to segment logs into task
traces. Similarly, [2] develops an interactive segmentation tool to handle inter-
leaved actions and noise. These methods share our goal of partitioning complex
data but focus on sequential user tasks rather than concurrent object inter-
actions. Our approach adapts segmentation to OCPM’s multi-object context,
managing concurrency, revealing process dynamics, and offering a novel lens for
business process analysis beyond RPA.



Segmentation for Optimizing Long-Lifecycle Processes in OCPM 3

Computational Intelligence in Process Mining: Computational intelli-
gence enhances process mining by extracting actionable insights from event data.
In [9], the IODDA algorithm mines decision rules from object-centric logs, linking
object attributes to control-flow decisions. In [1], multivariate anomaly detection
identifies deviations in object-centric data, while [4] extracts numerical features
for machine learning. Our framework builds on these by embedding AI within
segmentation, using techniques like anomaly detection and correlation analy-
sis on segmented logs. This synergy amplifies OCPM’s optimization potential,
distinguishing our work from global modeling or decision-focused methods.
Positioning and Contribution: Prior OCPM techniques prioritize compre-
hensive models [11, 15], risking complexity, or adjust granularity post-discovery
[10]. UI log mining segments sequential data for automation [2], not multi-object
processes. Computational intelligence methods enhance analysis but rarely parti-
tion event logs [9]. Our segmentation bridges these gaps, offering a preprocessing
lens that simplifies OCPM while leveraging machine learning for optimization.
Applied to inventory management, it uncovers localized patterns (e.g., stock cor-
relations), advancing smart business modeling for domains like e-business and
finance.

3 Background

This section presents the minimal notations for our segmentation framework
in OCPM, emphasizing temporal event data for analyzing complex business
processes. An object-centric event log records events tied to multiple objects,
moving beyond traditional single-case mining [14]. Formally, it is a tuple L = (E,
O, TE , TO, evtype, objtype, rel , time), where:

– E is a set of events (e.g., “Create Purchase Order Item”);
– O is a set of objects (e.g., a material or purchase order);
– TE is a set of event types;
– TO is a set of object types (e.g., “Material”, “Purchase Order”);
– evtype : E → TE maps each event to its event type;
– objtype : O → TO assigns each object to its object type;
– rel : E → P(O) relates each event to a set of objects;
– time : E → R+ assigns each event a timestamp, a positive real number

representing its occurrence time.

For instance, in an inventory log, an event e ∈ E, such as event e4 (“Goods
Receipt”) in Table 1, relates to a material M1 (objtype(M1) = “Material”)
and a purchase order item PO1 (objtype(PO1) = “Purchase Order (Item)”),
with rel(e4) = {M1, PO1}. This aligns with the OCEL standard [7], support-
ing object-centric, time-ordered analysis. Table 1 illustrates such an event log,
showing events like “Create Purchase Order Item” and “Goods Issue” tied to a
material and purchase orders. Additionally, Table 2 presents numerical features
extracted from this log, such as event counts and object interactions, enabling
machine learning applications.

Objects in O have lifecycles over events in {e ∈ E | o ∈ rel(e)}, ordered by
time, often spanning long periods in practice (e.g., materials in inventory). We
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Ev.ID Event Activity Material PO (Item)

e1 Create Purchase Order Item M1 PO1
e2 Goods Issue M1
e3 Goods Issue M1
e4 Goods Receipt M1 PO1
e5 Goods Issue M1
e6 Goods Issue M1
e7 Create Purchase Order Item M1 PO2
e8 Goods Issue M1
e9 Goods Issue M1
e10 Goods Issue M1
e11 Create Purchase Order Item M1 PO3
e12 Goods Issue M1
e13 Goods Receipt M1 PO3
e14 Delete Purchase Order Item M1 PO2
e15 Goods Issue M1

Table 1: Example object-centric event log,
having Material as the lead object type.
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Material M1 3 9 2 1 - 3

Purchase Order PO1 1 - 1 - 1 -
Purchase Order PO2 1 - - 1 1 -
Purchase Order PO3 1 - 1 - 1 -

Table 2: Numeric features for the
object-centric event log, includ-
ing Material and Purchase Order
(Item) objects.

introduce segmentation to partition L into manageable units. A segment is a
subset S ⊆ E × O where (e, o) ∈ S =⇒ o ∈ rel(e), capturing a focused log
portion (e.g., events for one purchase order) as a bipartite representation of a sub-
log. We store segments as pairs (e, o), so an event e may appear multiple times,
once per object it involves. A segmentation strategy Seg : L → P(P(E × O))
partitions L into a collection C = {S1, S2, . . . , Sn}, where each segment Si ⊆
E ×O satisfies (e, o) ∈ Si ⇒ o ∈ rel(e).

Key to our approach is the lead object type, a type tL ∈ TO (e.g., “Material”)
with a one-to-many relationship to other types. Formally, each object oc of a
child object type tC ∈ TO (e.g., “Purchase Order”) relates to exactly one oL
with objtype(oL) = tL, while oL may link to multiple oc. This guides tempo-
ral segmentation (e.g., segments per purchase order tied to a material). Events
and objects may have attributes (e.g., quantities), supporting AI-driven feature
extraction [4].
Object-Based Feature Extraction: To enable AI-driven analysis, we trans-
form an object-centric event log L = (E,O, TE , TO, evtype, objtype, rel , time) into
an object-based feature table, where each row corresponds to an object o ∈ O.
Columns represent numerical features derived from the log, capturing object
behavior for machine learning tasks like anomaly detection [4].

For an object o, features are computed from its lifecycle {e ∈ E | o ∈ rel(e)}.
Simple features include:

– Event counts: Number of events of a type tE ∈ TE involving o (e.g., count
of “Goods Receipt” events for a material).

– Temporal spans: Time difference between the earliest and latest events,
max({time(e) | o ∈ rel(e)})−min({time(e) | o ∈ rel(e)}).

– Interactions: Count of distinct objects o′ ∈ O (where o′ ̸= o) sharing events
with o, i.e., |{o′ | ∃e : {o, o′} ⊆ rel(e)}|.

For example, a material M1 has 2 “Goods Receipt” events, a lifecycle span
from its earliest to latest events, and interactions with 3 purchase order items
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(PO1, PO2, PO3), as shown in Table 2. Attributes (e.g., quantities) can also
be aggregated (e.g., total quantity received). This table, easily constructed via
queries on L, supports advanced analytics by converting event sequences into
numerical vectors.

4 Approach

Complex object lifecycles in OCPM create significant challenges when trying
to extract actionable insights from event logs. To overcome this complexity,
we propose segmenting event logs into smaller, more focused subsets. These
segments target specific relationships between objects, key event types, or critical
time intervals, enabling a more intuitive and effective analysis of processes.

4.1 Segmentation Strategies and Visualization

We propose three main segmentation strategies, each designed to simplify the
analysis by focusing on distinct aspects of the event logs:

– Lead-Child Segmentation: This strategy focuses on one main object type
(the lead object) and segments the log according to its relationships with sec-
ondary object types (child objects). For example, in an inventory scenario,
segments can isolate activities related to a specific material and individual
purchase orders linked to it. This approach helps clearly identify events cor-
related to specific orders, making it easier to pinpoint delays or anomalies.

– Event-Type-Based Segmentation: Here, segments are created based on
specific key events. For instance:
• Segments starting from a specific event type: Events occurring after each

instance of a key event (like a “Goods Receipt”) until the next occur-
rence are grouped. This is particularly useful for tracking what happens
immediately following critical activities.

• Segments ending at a specific event type: Events leading up to and in-
cluding a key event are grouped. For example, analyzing activities before
each “Goods Receipt” can highlight what contributes to delays.

– Temporal Interval-Based Segmentation: Segments are defined by in-
tervals between two specific event types, capturing complete process phases.
For example, considering intervals between “Create Purchase Order Item”
and “Goods Receipt” makes it easier to analyze the efficiency and timeliness
of each procurement cycle.

Figure 1 visually demonstrates these strategies using simplified event names (e.g.,
“CPO” for “Create Purchase Order Item”, “GR” for “Goods Receipt”). Each
subfigure clarifies how different strategies segment the log into clearly defined
subsets, facilitating easier and more meaningful analyses.

4.2 Improved Activity Sequence Analysis

Segmentation significantly simplifies the analysis of activity sequences by clearly
separating relevant activities:

– Without segmentation, event sequences are complex, mixing multiple pur-
chase orders and unrelated events, leading to confusing process flows.
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(a) Segments corresponding to the child objects of type purchase order.

(b) Segments from the event type “Goods Receipt”.

(c) Segments to the event type “Goods Receipt”.

(d) Segments between the event types “Create Purchase Order Item” and “Goods
Receipt”.

Fig. 1: Proposed segmentation strategies applied in an inventory management
context.

– Applying segmentation, such as the lead-child approach, isolates event se-
quences tied specifically to individual orders. This reveals simpler, clearer
flows—such as a straightforward progression from order creation, through
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N. Type Lead Object Type Child Object Type Source Event Type Target Event Type Motivation

1) Between Material Create Purchase Or-
der Item

Goods Receipt Understanding when the orders are placed too late
by discovering understock in the given segments.

2) Between Material Create Purchase Or-
der Suggestion Item

Create Purchase Or-
der Item

Understanding user delays in the order placement
phase and alternative reasons for the placement
of the purchase orders.

3) Lead+Child Material Purchase Order Understanding unexpected splits of the receipt of
the goods for a given purchase order, resulting
potentially in understock situations.

4) Lead+Child Material Sales Order Identifying orders connected with several goods
issues (periodic contracts). Understanding unex-
pected splits of the goods issue with regards to
the initial requested quantity.

5) To Material Create Purchase Or-
der Item

Understanding the reasons leading to triggering a
purchase order (such as suggestion from the pre-
dictive system, response to sales orders).

6) From Material Goods Receipt Identifying goods receipts resulting in an initial
overstock after the receipt. Observing patterns
leading to understock.

7) To Material Goods Receipt Understanding the correlation between stock sta-
tus and the number of goods issues.

8) Between Supplier Create Purchase Or-
der Item

Goods Receipt Assessing the predictability of single suppliers in
the provision of the goods.

9) Between Customer Create Sales Order
Item

Goods Issue Assessing customer satisfaction based on prompt
responses to sales orders.

Table 3: Different segmentation strategies applicable to inventory management.
Each segmentation is motivated by different analytical needs.

goods issuance, to receipt—making patterns like stock depletion immedi-
ately evident.

Such clear sequences enable businesses to identify and directly address specific is-
sues, like reorder delays or inventory shortages, enhancing operational efficiency.

Figures 2a and 2b illustrate this transformation. Figure 2a shows the object-
centric directly-follows graph (DFG) of the complete event log before segmenta-
tion, where numerous overlapping relationships and activities obscure meaning-
ful patterns. In contrast, Figure 2b shows the DFG after applying segmentation
based on object interactions. The resulting structure is significantly more in-
terpretable, emphasizing localized behaviors and process fragments relevant to
specific object instances, which enhances the clarity and accuracy of downstream
analyses.

4.3 Enhanced Machine Learning Insights

Segmentation also improves the clarity and effectiveness of machine learning
analyses:

– Without segmentation, features used for machine learning - like event counts
or lifecycle durations - combine unrelated events, resulting in noisy and less
insightful analyses.

– With segmentation, each segment provides more meaningful and context-
specific features. For example, features computed within a procurement cycle
between order creation and receipt clearly indicate stock usage patterns and
inventory risks.

Segmented data leads to stronger correlations and more accurate anomaly de-
tection. Businesses can thus precisely target optimization strategies, such as
adjusting reorder points or expediting deliveries during identified risk periods.
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(a) Overall object-centric DFG (as shown by the OC-PM tool) computed before seg-
mentation.

(b) Object-centric DFG (as shown by the OC-PM tool) filtered on the segments object
type.

Fig. 2: Combined view of object-centric DFGs before and after segmentation.

5 Implementation

To facilitate the practical application of our segmentation framework, we inte-
grated the proposed strategies into the OC-PM tool, a web-based platform de-
signed specifically for object-centric process mining (available at https://www.
ocpm.info/). The OC-PM tool supports object-centric event logs in the OCEL
2.0 format and provides functionalities for filtering, analyzing, and visualizing
process data.

We enhanced OC-PM by adding a segmentation module accessible through
the existing interface, allowing users to easily apply the segmentation strate-
gies outlined earlier. The module provides three straightforward segmentation
options:

– Lead-Child Segmentation: Users choose a primary object type (e.g., “Ma-
terial”) and a related secondary type (e.g., “Purchase Order”). The tool au-
tomatically segments the log into subsets corresponding to each unique pair,
such as individual materials and an associated purchase order.

– Event-Type-Based Segmentation: Users select a particular event type
(e.g., “Goods Receipt”) and decide whether to segment events occurring
before or after each occurrence of this event type. This helps users focus on
activities immediately surrounding key business events.

https://www.ocpm.info/
https://www.ocpm.info/
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(a) SQL explorer of the numerical features (as shown by the OC-PM
tool), allowing for filtering/aggregation.

(b) Correlation statistics between the different features.

Fig. 3: Some ML features offered in the OC-PM tool.

– Temporal Interval-Based Segmentation: Users define segments based
on the intervals between two specific event types (e.g., from “Create Purchase
Order Item” to “Goods Receipt”). This clearly isolates complete phases of
the process, such as procurement cycles.

Once segments are generated, OC-PM adds them as new “Segment” objects
within the log, allowing users to apply further analyses or filtering directly within
the tool.

The segmentation module significantly enhances OC-PM’s analysis capabil-
ities. Users can visualize simplified and focused process flows for each segment,
greatly improving the readability of complex event logs. Additionally, users can
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query segmented logs using an intuitive interface to explore specific subsets of
interest, aggregate data, or investigate specific issues such as procurement delays
or stock depletion.

Moreover, OC-PM provides integrated support for machine learning analyses
[4, 12]. It automatically computes relevant features from each segment, such as
event counts or durations, enabling correlation analyses and anomaly detection
directly within segmented logs. This integration allows users to easily identify
and act upon patterns or anomalies that might be hidden in a non-segmented
view.

6 Case Study

We evaluated the effectiveness of our segmentation approach through a case
study involving inventory management at a retail company. The company faced
challenges with maintaining optimal stock levels, frequently experiencing under-
stock and overstock issues. Their goal was to improve inventory efficiency by
gaining clearer insights into the underlying causes of these issues.

The case study utilized a real-world object-centric event log that combined
processes from purchasing (Purchase-to-Pay) and sales (Order-to-Cash). The
event log includes various types of objects, such as materials, suppliers, cus-
tomers, and purchase orders, along with event attributes like quantities and
stock levels. A simplified example of the data is provided in Table 4, where
specific thresholds for safety stock (SS) and overstock (OS) are defined.

Initially, analyzing the complete, unsegmented event log proved challenging
due to its complexity and the overlapping lifecycles of multiple purchase orders
and sales events. The resulting visualizations and analyses lacked clarity, making
it difficult to pinpoint precise issues affecting inventory levels.

We applied several segmentation strategies from the OC-PM tool to address
this complexity:

– Lead-Child Segmentation (Material-Purchase Order): By segment-
ing events related to each specific material-purchase order pair, we isolated
the activities correlated to individual orders. This segmentation clarified the
flow of each order cycle, clearly identifying events such as goods issues and
receipts for each order.

Transformed Event Type Material Supplier Customer PO Item Quantity Stock Before Stock After

Goods Issue M001 C001 2 100 98

Goods Issue M001 C002 3 98 95

Create Purchase Suggestion Item M001 S001 100 95 95

Create Purchase Order Item M001 S001 PO1 100 95 95

Goods Issue M001 C003 5 95 90

Goods Receipt M001 S001 PO1 50 90 140

Goods Receipt M001 S001 PO1 50 140 190

Goods Issue M001 C001 10 190 180

Table 4: Simplified extract of the object-centric event log considered in the case
study. We assume that for the material M001, SS = 91 and OS = 150. The
event log is available at https://zenodo.org/records/13347782.

https://zenodo.org/records/13347782
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– Temporal Interval-Based Segmentation (from order creation to
goods receipt): This approach focused specifically on procurement phases.
It clearly highlighted procurement timelines and helped identify periods
where delays caused stock to fall below safety thresholds or exceed over-
stock levels.

Applying these segmentations yielded significant clarity improvements, re-
vealing key insights for inventory management. Segmentation clearly identified
instances where goods were ordered prematurely or in excessive quantities, lead-
ing to significant overstock situations after receipt, while also isolating procure-
ment cycles to detect specific cases where delayed orders caused stock to fall
below safe thresholds, thus highlighting critical reordering issues. Moreover, seg-
mented data enhanced machine learning analyses, clarifying correlations between
goods issues and stock levels with strong negative correlations in specific pro-
curement cycles that were previously obscured in the complete dataset, and
enabled precise identification of anomalous stock movements, such as unusually
large goods issues or unexpectedly high stock levels after receipts, which are
crucial for accurate inventory management.

Overall, segmentation significantly improved the company’s ability to iden-
tify and understand inventory management issues. These insights led directly to
actionable recommendations, such as adjusting reorder points, optimizing order
quantities, and managing stock more proactively, ultimately enhancing opera-
tional efficiency and reducing inventory-related costs.

7 Discussion and Conclusions

This paper introduced a segmentation framework for object-centric process min-
ing (OCPM) to tackle the complexity of long and intricate object lifecycles in
event logs. By partitioning logs based on object relationships, event types, and
temporal intervals, our approach enhances the clarity and interpretability of
process data, addressing challenges that traditional methods struggle to over-
come. The integration of this framework into the OC-PM tool, as demonstrated
in our inventory management case study, revealed actionable insights—such as
overstock and understock patterns and anomalous demand behaviors—that were
obscured in unsegmented analyses. These findings directly informed operational
improvements, including optimized reorder points and better purchase order
timing, driving efficiency and cost reduction in inventory processes.

Despite these advancements, our approach has limitations. First, the effec-
tiveness of segmentation relies on user expertise in selecting appropriate strate-
gies (e.g., choosing relevant object types or event intervals), as outlined in Table
3. Inappropriate choices may lead to incomplete or misleading insights. Second,
the framework assumes well-structured, high-quality event logs; noisy or incom-
plete data, common in real-world settings, can degrade segment quality and sub-
sequent analyses. Third, computational costs may increase for very large logs,
as segmenting and analyzing numerous subsets demands significant resources.
These constraints highlight the need for careful application and potential pre-
processing to ensure data quality.
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Our segmentation framework lays a robust foundation for future work in
OCPM and related fields. By breaking complex logs into focused, analyzable
units, it enables researchers and practitioners to uncover localized patterns and
correlations, as seen in our case study’s improved anomaly detection and stock
correlation insights. Future studies can exploit this approach by integrating au-
tomated segmentation strategy selection, leveraging AI techniques like large lan-
guage models to recommend optimal partitions based on log characteristics [6].
Additionally, combining segmentation with predictive analytics could forecast
process bottlenecks or resource needs, enhancing proactive decision-making.
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