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Abstract—In this paper, we propose some ideas related to the
application of Statistical Sampling techiques to simplify the
application of a Process Discovery algorithm to big amounts of
data. Much of the information about the business process could
be indeed discovered by analyzing only a small amount of events,
making useless the application of the algorithm to the entire data
set.
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I. INTRODUCTION

Process Mining [1][2][3] is related to the discovery of
information about business processes, and there are several
techniques proposed for Business Process Discovery [4], Busi-
ness Process Conformance [5], Business Process Prediction
[6]. A recent field of research is about the application of
Process Mining to big amounts of data [7][8][9]. We can cite
some approaches to process discovery using GPU computing
[10], Hadoop MapReduce [11], and an approach to streaming
process data using Amazon Kinesis [12]. An open question
is how much of the collected data is necessary for a Process
Discovery algorithm in order to discover the process schema.
In this paper, we propose some ideas about the use of sta-
tistical sampling to event logs that means applying a Process
Discovery algorithm only on some process instances, e.g., a
small amount of the collected data. The paper is organized as
follows: Section 2 introduces a process discovery algorithm,
Section 3 shows a method to apply statistical sampling to the
process discovery algorithm introduced in Section 2, in Section
4 there are some measures in order to evaluate the soundness
of the approach proposed in Section 3.

II. BACKGROUND

A widely used Process Discovery technique is Heuristics
Miner [13][14]. The algorithm, given as input the event log,
works calculating a dependency measure between activities:

dep(A,B) = |A => B| = |A > B| − |B > A|
|A > B|+ |B > A|+ 1

Where |A > B| is the count of occurrences in the log where
an event with activity A is followed by an event with activity
B, and |B > A| is the count of occurrences in the log where
an event with activity B is followed by an event with activity
A. This dependency threshold is comprised between -1 and 1.
Activities A and B are considered in dependency if |A => B|
exceeds a dependency threshold. If two activities A and B are
in dependency, then in the resulting process model, there is an
edge connecting activity A and activity B.

III. METHOD

Applying the Heuristics Miner process discovery algorithm
only to a small subset of the event log, the output might
comprise:

• Some activities that are in clear dependency (e.g., the
dependency value is very near to 1).

• Some activities that are not in dependency (e.g., the
dependency value is below 0).

• Some activities that may be in dependency (might
be slightly above or slightly below the dependency
threshold).

The question is if the output of the application of Heuristics
Miner to the small subset of the log is reliable; that means
if the activities are in clear dependency in the small subset,
then they are in dependency on the entire event log, and if the
activities are not in dependency on the sample, then they are
not in dependency on the entire log. We have to examine the
following questions:

1) Is the subset of the log a representative sample of the
entire log?

2) Is the subset of the log big enough to infer the
dependencies?

To avoid taking an unrepresentative sample, random traces in
the log should be taken. Indeed, taking the first traces in the
log (e.g., the traces that happened first) could be dangerous
as there could be a concept drift in the process [15][16]. This
could be granted using a random-access storage like Apache
HBase [17]. In order to reply to the second question, we
have to do some assumptions on the probabilistic distribution
of dependency values. If the dependency values calculated
on various random-taken subsets of the log follow a normal
distribution, then we can define a confidence interval on the
dependency value between activities A and B, given a sample
of size N (in the following formula, we denote with p the
value depsample(A,B)), as:

depentire(A,B) ∈

(
p− k

√
p(1− p)

N
, p+ k

√
p(1− p)

N

)
Where k is a constant given by the chosen confidence (for
example, k = 1.96 if we want a 95% confidence). The
formula means that the value of dependency on the entire
log depentire(A,B) is comprised (with a confidence given by
the value of k) in some interval centered on depsample(A,B).
For N → ∞, e.g., for a big sample size, we can see that
the interval length goes to 0 (this means that with a big
sample size we get a dependency value that is equal or
almost equal to the dependency value measured on the entire
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log). However, even for a smaller sample, if depsample(A,B)
exceeds by much the dependency threshold, we could be
quite sure that also depentire(A,B) exceeds the dependency
threshold, so a small subset of the log is enough to say that
A and B are in dependency. Our proposal to determine a
good sample size is described in the following algorithm that
starts with an empty sample. The algorithm adds iteratively N
traces (that are chosen randomly from the log) to the sample
until a stop condition is reached; in each step, dependency
measures between activities are calculated. The parameters of
the algorithm are: N that is the number of traces added in each
iteration; p that is described in the previous paragraphs; q that
is the probability of doing another iteration of the algorithm.

1) Add N random traces to the sample.
2) Calculate the dependency values (in the sample)

between activities.
3) For all activities that are in dependency on the sam-

ple, check the value inf = p− k
√

p(1−p)
N .

4) If for all activities that are in dependency on the sam-
ple, the value inf is above the dependency threshold,
then return the dependency set found on the sample.

5) If there is no couple of activities where the value inf
is above the dependency threshold, then do another
iteration of the algorithm.

6) Otherwise, do another iteration of the algorithm with
probability q and return the dependency set found on
the sample with probability 1− q.

The output of the previous algorithm is a sample whose size is
a multiple of N : if we do m iterations of the algorithm, then
the (final) sample size will be mN . The proposed algorithm
is probabilistic, as the produced sample is dependent on the
traces that are chosen during its execution.

IV. RESULTS AND CONCLUSION

The main assumption we have done on dependencies is that
they follow a normal distribution, chosen a random sample of
size N . We have checked this assumption (using Kolmogorov-
Smirnov) on two event logs: “Road Traffic Fine Management
Process” [18] (that contains 150370 traces) and “Receipt phase
of an environmental permit application process” [19] (that
contains 1434 traces). The process underlying these logs is
very regular (it is a “lasagna” process); while the normality of
dependencies in less regular, “spaghetti”, processes (as “BPI
Challenge 2015 Municipality 1” log [20]) is not equally clear.

There are several possible evaluation metrics of the sam-
pling method proposed in the previous section which are based
on several executions:

• (E1) Average (final) sample size as a fraction of the
entire event log. As example, if we have a log with
1000 traces, choose N = 100 and, after the execution
of the algorithm, we get a sample of size 4∗N = 400,
then E1 = 0.4.

• (E2) Average percentage of dependencies on the entire
log that are dependencies also on the sample.

• (E3) Average percentage of dependencies in the sam-
ple that are not dependencies on the entire log.

We can propose an evaluation of the algorithm on the “Road
Traffic Fine Management Process” and on the “Receipt phase
of an environmental permit application process” logs. We

have chosen 0.9 as dependency threshold, k = 1.96 for the
confidence interval and q = 1.0 as the probability of doing
another iteration of the algorithm. Moreover, we have chosen
N = 1000 as sample size for “Road Traffic Fine Management
Process” and N = 10 as sample size for “Receipt phase of an
environmental permit application process”. As the algorithm
is probabilistic (sample size is dependent on which traces are
chosen), it has been repeated on both logs for M = 1000 trials
(Monte Carlo algorithm) averaging the metrics values recorded
during the M executions.

For the “Road Traffic Fine Management Process” we have
obtained the following values in the average of the proposed
metrics: E1 = 0.024, E2 = 0.9540, E3 = 0.6154. For
the “Receipt phase of an environmental permit application
process” we have obtained the following values in the proposed
metrics: E1 = 0.0200, E2 = 0.9827, E3 = 0.2468. So in both
cases we can extract averagely over 95 % of the dependencies
with less than 3 % of the entire log. Evaluation metric E3
shows less good values, and some dependencies extracted on
the sample are not dependencies on the entire log.

The point behind this paper is that, even if Big Data
technology is becoming cheaper, unleashing such power to
analyze an event log may not be useful as a small sample could
still contain the dependencies we would find on the entire log.
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